Controlling charge and current neutralization of an ion beam pulse in a background plasma by application of a solenoidal magnetic field: Weak magnetic field limit
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Propagation of an intense charged particle beam pulse through a background plasma is a common problem in astrophysics and plasma applications. The plasma can effectively neutralize the charge and current of the beam pulse, and thus provides a convenient medium for beam transport. The application of a small solenoidal magnetic field can drastically change the self-magnetic and self-electric fields of the beam pulse, thus allowing effective control of the beam transport through the background plasma. An analytic model is developed to describe the self-magnetic field of a finite-length ion beam pulse propagating in a cold background plasma in a solenoidal magnetic field. The analytic studies show that the solenoidal magnetic field starts to influence the self-electric and self-magnetic fields when \( \omega_e \rho_e \beta_{he} \geq \omega_p \rho_i \), where \( \omega_e = eB/m_e c \) is the electron gyrofrequency, \( \omega_p \) is the electron plasma frequency, and \( \beta_{he} = V_e/c \) is the ion beam velocity relative to the speed of light. This condition typically holds for relatively small magnetic fields (about 100 G). Analytical formulas are derived for the effective radial force acting on the beam ions, which can be used to minimize beam pinching. The results of analytic theory have been verified by comparison with the simulation results obtained from two particle-in-cell codes, which show good agreement. © 2008 American Institute of Physics. [DOI: 10.1063/1.3000131]

I. INTRODUCTION

Background plasma can be used as an effective neutralization scheme to transport and compress intense charged particle beam pulses. To neutralize the large repulsive space-charge force of the beam particles, the beam pulses can be transported through a background plasma. The plasma electrons can effectively neutralize the beam charge, and the background plasma can provide an ideal medium for beam transport and focusing. Neutralization of the beam charge and current by a background plasma is an important issue for many applications involving the transport of fast particles in plasmas, including astrophysics, accelerators, and inertial fusion, in particular, fast ignition and heavy ion fusion, magnetic fusion based on field reversed configurations fueled by energetic ion beams, the physics of solar flares, as well as basic plasma physics phenomena.

Previous studies have explored the option of ion beam pulse neutralization by passing the beam pulse through a layer of plasma or a plasma plug. The ion beam pulse extracts electrons from the plasma plug and drags electrons along during its motion outside the plasma plug region. There are several limitations of this scheme. When the intense ion beam pulse enters the plasma, the electrons stream into the beam pulse in the strong self-electric and self-magnetic fields, attempting to drastically reduce the ion beam space charge from a non-neutralized state to a completely neutralized state. After the ion beam pulse exits the plasma, the beam carries along the electrons, with average electron density and velocity equal to the ion beam’s average density and velocity. However, large-amplitude plasma waves are excited in a nonstationary periodic pattern resembling butterfly wing motion. Due to these transient effects, the beam may undergo transverse emittance growth, which would increase the focal spot size. Smoother edges to the plasma plug density profile lead to a more gradual neutralization process and, in turn, results in a smaller emittance growth.

There are other limitations of this scheme in addition to a deterioration due to transient effects during the beam entry into and exit from the plasma plug. As the beam transversely focuses after passing thorough the plasma plug, the transverse electron (and ion beam) temperature increases due to the compression and can reach very high values. As a result, the electron Debye length can become comparable with the beam radius, and the degree of charge neutralization is reduced considerably. This may result in poor beam focusing. Including gas ionization by the beam ions does not significantly improve the neutralization, mainly because the electrons, which are produced by ionization, are concentrated in the beam path, whereas for effective neutralization of the ion beam pulse, the supply of electrons should be from outside the beam.

Therefore, neutralized ballistic focusing typically requires the presence of background plasma in and around the beam pulse path for good charge neutralization. Reference 16 showed that hot electrons cannot neutralize the beam well enough; therefore, any electron heating due to beam-plasma interactions has to be minimized. The presence of cold, “fresh” plasma in the beam path provides the minimum space-charge potential and the best option for neutralized ballistic focusing. Experimental studies of ballistic transverse focusing have confirmed that the best results are achieved when both a plasma plug and a bulk plasma are used for...
charge neutralization.\(^8\)\(^,\)\(^11\) Hence, in the following we only study the case when a large amount of cold background plasma is available everywhere on the beam path.

The application of a solenoidal magnetic field allows additional control and focusing of the beam pulse.\(^15\) A strong magnetic field with a magnetic field up to a few Tesla can effectively focus beams in short distances order of a few tens of centimeters. However, due to the very strong magnetic field in the solenoid, the magnetic field leaking outside the solenoid can affect the degree of charge and current neutralization. In this paper, we show that even a small solenoidal magnetic field, typically less than 100 G, strongly changes the self-magnetic and self-electric fields in the beam pulse propagating in a background plasma. Such values of magnetic field can be present over distances of a few meters from the strong solenoid, and thereby affect the focusing of the beam pulse. Moreover, a small solenoidal magnetic field can be applied to optimize propagation of a beam pulse through a background plasma over long distances.

In Refs. 18 and 19, the response of a magnetized plasma to intense ion beam injection was studied while neglecting electron inertia effects, which corresponded to magnetic fields of a few Tesla in ion ring devices. In the present paper, we analyze the opposite limit, corresponding to small values of magnetic field. In the collisionless limit and without an applied solenoidal magnetic field, the return current is driven by an inductive electric field which is balanced by electron inertia effects.\(^20\) Taking electron inertia effects into account allows us to study the transition from the limit where the solenoidal magnetic field is small, i.e., where the presence of the applied solenoidal magnetic field begins to affect the return current in the plasma, and to determine the range of magnetic field values which strongly affect the self-electric and self-magnetic fields of a beam pulse propagating in a background plasma. This allows us to study the beam pulse evolution over a wide range of solenoidal magnetic field strengths, from approximately zero to very large values, such as when the beam pulse encounters an applied solenoidal magnetic lens. Beam pulse propagation in a background plasma immersed in an applied solenoidal magnetic field has been studied both analytically and numerically using two different particle-in-cell codes to crosscheck the validity of the results.

This paper is a considerably extended version of our earlier letter\(^21\) on this topic. In the present paper an analytic model is developed to describe the self-electromagnetic fields of a finite-length beam pulse propagating in a cold background plasma in a solenoidal magnetic field. Previously, we developed an analytic model to describe the current neutralization of a beam pulse propagating in a background plasma without an applied magnetic field. These studies provided important scaling laws for the degrees of charge and current neutralization.\(^23\)\(^,\)\(^24\) as well as served as a computationally efficient tool for describing relativistic electron beam transport in collisionless plasma for modeling of the electromagnetic Weibel instability.\(^22\)

The electron response time to an external charge perturbation is determined by the electron plasma frequency, \(\omega_{pe} = (4\pi e^2n_p/m)^{1/2}\), where \(n_p\) is the background plasma density. Therefore, as the beam pulse enters the background plasma, the plasma electrons tend to neutralize the beam pulse on a time scale of order \(\omega_{pe}^{-1}\). Typically, the beam pulse propagation duration through the background plasma is long compared with \(\omega_{pe}^{-1}\). For electron beam pulses, some instabilities can develop very fast on a time scale comparable to the plasma period, \(2\pi/\omega_{pe}\). However, if the beam density is small compared to the plasma density the instabilities’ growth rates are also small compared to the plasma frequency.\(^22\) As a result, after the beam pulse passes through a short transition region, the plasma disturbances are stationary in the beam frame. In a previous study, we have developed reduced nonlinear models, which describe the stationary plasma disturbance (in the beam frame) excited by the intense ion beam pulse.\(^13\)\(^,\)\(^20\) In these calculations,\(^20\) we investigated the nonlinear quasiequilibrium properties of an intense, long ion beam pulse propagating through a cold, background plasma, assuming that the beam pulse duration is much longer than \(2\pi/\omega_{pe}\), i.e., \(\tau_p\omega_{pe} \gg 2\pi\), where \(\tau_p\) is the beam pulse duration. In a subsequent study,\(^13\) we extended the previous results to general values of the parameter \(\tau_p\omega_{pe}\).

The model predicts very good charge neutralization during quasisteady-state propagation, provided the beam is non-relativistic and the beam pulse duration and the beam current rise time is much longer than the electron plasma period, i.e., \(\tau_p\omega_{pe} \gg 2\pi\). Thus, the degree of charge neutralization depends on the beam pulse duration and plasma density, and is independent of the beam current (if \(n_p > n_b\)). However, the degree of beam current neutralization depends on both the background plasma density and the beam current. The beam current can be neutralized by the electron return current. The beam charge is neutralized mostly by the action of the electrostatic electric field. In contrast, the electron return current is driven by the inductive electric field generated by the inhomogeneous magnetic flux of the beam pulse in the reference frame of the background plasma. Electrons are accelerated in the direction of beam propagation for ion beams and in the opposite direction for electron beams. From the charge density continuity equation, \(\partial\rho/\partial t + \nabla \cdot J = 0\) \([\rho = e(n_p + Z\beta n_b - n_e)]\), it follows that if the electrons neutralize the current they will neutralize the charge as well. The inductive electric field penetrates into the plasma over distances of order the skin depth \(c/\omega_{pe}\), where \(c\) is the speed of light. If the beam radius, \(r_b\), is small compared with the skin depth \(c/\omega_{pe}\), the electron return current is distributed over distances of order \(c/\omega_{pe}\). As a result, the electron return current is about \(r_b\omega_{pe}/c\) times smaller than the beam current. Consequently, the beam current is neutralized by the electron current, provided the beam radius is large compared with the electron skin depth, i.e., \(r_b > c/\omega_{pe}\), and is not neutralized in the opposite limit. This condition can be written as \(I_p > 4.25\beta n_b/\rho\), where \(\beta\) is the beam velocity normalized to the speed of light, and \(n_b\) is the beam density.

This model has been extended to include the additional effects of gas ionization during beam propagation in a background gas. Accounting for plasma production by gas ionization yields a larger self-magnetic field of the ion beam com-
pared to the case without ionization, and a wake of the current density and self-magnetic field are generated behind the beam pulse. In Ref. 25, beam propagation in a dipole magnetic field configuration and background plasma has also been studied.

In the presence of an applied solenoidal magnetic field, however, the system of equations describing the self-magnetic field becomes much more complicated. A high solenoidal magnetic field inhibits radial electron transport, and the electrons move primarily along the magnetic field lines. For high-intensity beam pulses propagating through a background plasma with pulse duration much longer than the electron plasma period, one is tempted to assume that the quasineutrality condition holds, \( n_e = n_p + Z_b n_{ib} \), where \( n_e \) is the electron density, \( n_p \) is the density of the beam pulse, \( Z_b e \) is ion charge for the beam ions, whereas \( Z_b = -1 \) for electron beams, and \( n_{ib} \) is the density of the background ions (assumed unperturbed by the beam). In the limit of a strong magnetic field, the plasma electrons are attached to the magnetic field lines and their motion is primarily along the magnetic field lines. For one-dimensional electron motion, the charge density continuity equation, \( \frac{\partial \rho}{\partial t} + \nabla \cdot J = 0 \), combined with the quasineutrality condition \( \rho = e(n_p + Z_b n_{ib} - n_e) \equiv 0 \) and absence of external current yields \( J \equiv 0 \). Therefore, in the limit of a strong solenoidal magnetic field, the beam current can be expected to be completely neutralized.

However, the above description fails to account for the electron rotation that develops in the presence of a solenoidal magnetic field. Due to the small inward radial electron motion, the electrons can enter into the region of smaller solenoidal magnetic flux. Due to the conservation of canonical angular momentum, the electrons start spinning with a very high azimuthal velocity, which is much larger than the ion beam rotation velocity. This spinning produces many unexpected effects.

The first effect is the dynamo effect. If the magnetic field is attached to the electron flow, the electron rotation bends the solenoidal magnetic field lines and generates an azimuthal self-magnetic field in the beam pulse. (Note, though, that when electron inertia effects are taken into account the generalized electron vorticity is frozen into the plasma electron flow, rather than simply the magnetic field lines being frozen into the electron flow, as discussed in the next section.) Moreover, the electron rotation generates a self-magnetic field that is much larger than in the limit with no applied field. The second effect is the generation of a large radial electric field. Because the \( v_b \times B \) force should be balanced by a radial electric field, the spinning results in a plasma polarization, and produces a much larger self-electric field than in the limit with no applied field. The total force acting on the beam particles now can change from always focusing in the limit with no applied solenoidal magnetic field, to defocusing at higher values of the solenoidal magnetic field. In particular, an optimum value of magnetic field for long-distance transport of a beam pulse, needed, for example, in inertial fusion applications, can be chosen where the forces nearly cancel. The third unexpected effect is that the joint system consisting of the ion beam pulse and the background plasma acts as a paramagnetic medium, i.e., the solenoidal magnetic field is enhanced inside of the ion beam pulse.

With a further increase in the magnetic field value, the beam pulse can excite strong electromagnetic perturbations, including whistler waves, corresponding to longer wavelengths, and lower-hybrid-like or helicon waves, corresponding to shorter wavelengths. Both wave perturbations propagate nearly perpendicular to the beam propagation direction. A similar excitation of helicon waves during fast penetration of the magnetic field due to the Hall effect in high energy plasma devices, such as, plasma opening switches and Z pinches, has been observed in Refs. 30. Here, we consider relatively short ion pulses with pulse duration \( \tau_b < 2 \pi/\omega_{pi} \), where \( \omega_{pi} \) is the background ion plasma frequency, so that the background plasma ion response can be neglected. For longer ion pulses, the plasma ion response may effect the plasma return current.

The organization of this paper is as follows: In Sec. II, the basic equations and model are discussed. Section III provides a comparison between analytic theory and particle-in-cell simulations results. In Sec. IV, the dependence of the radial force acting on the beam particles on the strength of the solenoidal magnetic field is discussed. Finally, Sec. V describes the excitation of electromagnetic perturbations by the beam pulse, including whistler waves and lower-hybrid-like (helicon) waves. In a follow-up publication the limit of strong magnetic field will be discussed.

II. BASIC EQUATIONS

The electron fluid equations together with Maxwell’s equations comprise a complete system of equations describing the electron response to the propagating ion beam pulse. The electron fluid equations consist of the continuity equation,

\[
\frac{\partial n_e}{\partial t} + \nabla \cdot (n_e V_e) = 0, \tag{1}
\]

and the force balance equation,

\[
\frac{\partial V_e}{\partial t} + (V_e \cdot \nabla) V_e = -\frac{e}{m} \left( \frac{1}{c} e V_e \times B \right), \tag{2}
\]

where \(-e\) is the electron charge, \(m\) is the electron rest mass, and \(V_e\) is the electron flow velocity. Maxwell’s equations for the self-generated electric and magnetic fields, \(E\) and \(B\), are given by

\[
\nabla \times B = \frac{4\pi e}{c} (Z_b n_{ib} V_b - n_e V_e) + \frac{1}{c} \frac{\partial E}{\partial t}, \tag{3}
\]

\[
\nabla \times E = -\frac{1}{c} \frac{\partial B}{\partial t}, \tag{4}
\]

where \(V_b\) is the ion beam velocity, \(n_e\) and \(n_{ib}\) are the number densities of the plasma electrons and beam ions, respectively, and \(Z_b\) is the ion charge state for the beam ions, whereas \(Z_b = -1\) for electron beams.

We assume that the beam pulse moves with constant velocity \(V_b\) along the z-axis. We look for stationary solutions...
in the reference frame of the moving beam, i.e., where all quantities depend on \( t \) and \( z \) exclusively through the combination \((V_{le} - z)\). We further consider cylindrically symmetric, long beam pulses with length, \( l_b \), and radius, \( r_b \), satisfying

\[
l_b \gg V_b/\omega_{pe}, \quad l_b \gg r_b,
\]

where \( \omega_{pe}=(4\pi e^2n_e/m)^{1/2} \) is the electron plasma frequency. We also assume that the fields and electron flow velocity and density are in steady state in a reference frame moving with the beam pulse. We introduce the vector potential,

\[
B = \nabla \times A,
\]

and make use of the transverse Coulomb gauge, \( \nabla \cdot A = 0 \). For axisymmetric geometry, this gives \( A_r = 0 \). The azimuthal magnetic field is

\[
B_\phi = -\frac{\partial A_z}{\partial r},
\]

and the perturbed (by the plasma) magnetic field components are

\[
B_z = \frac{1}{r} \frac{\partial (rA_\phi)}{\partial r}, \quad B_r = -\frac{\partial A_\phi}{\partial z}.
\]

For long beams with \( l_b \gg V_b/\omega_{pe} \), the displacement current [the final term on the right-hand side of Eq. (3)] is of order \((V_{le}/\omega_{pe})^2 \ll 1\) compared to the electron current. Because \( l_b \gg r_b \) is assumed, the terms on the left-hand side of Eqs. (3) of order \((r_b/l_b)^3\) are neglected, as well. This gives

\[
-\frac{1}{r} \frac{\partial}{\partial r} \left( \frac{\partial A_z}{\partial r} \right) = \frac{4\pi e}{c} (Z_0 n_b V_{bc} - n_e V_{ec})
\]

and

\[
-\frac{\partial}{\partial r} \left[ \frac{1}{r} \frac{\partial (rA_\phi)}{\partial r} \right] = \frac{4\pi e}{c} (Z_0 n_b V_{b\phi} - n_e V_{e\phi}).
\]

The electron momentum equation, Eq. (2), can be solved to obtain the three components of electron velocity \( V_{e\phi}, V_{er}, V_{ed} \). However, it is easier to use conservation of the generalized vorticity,\(^{20,22,30,34}\) which states that the circulation \( C \) of the canonical momentum,

\[
C = \oint (\mathbf{p}_e - eA/c) \cdot d\mathbf{r}
\]

taken along a closed loop, which is “frozen-in” and moving together with the electron fluid, remains constant. Applying Thompson’s theorem, the circulation defined in Eq. (11) can be rewritten as the surface integral of the generalized vorticity

\[
C = \oint (\mathbf{p}_e - eA/c) \cdot d\mathbf{r} = \int \nabla \times (\mathbf{p}_e - eA/c) \cdot d\mathbf{S} = \int \Omega \cdot d\mathbf{S},
\]

where \( d\mathbf{S} \) is the fluid surface element, and the generalized vorticity is defined as

\[
\Omega = \nabla \times (\mathbf{p}_e - eA/c).
\]

If electron inertia terms are neglected, the electron mechanical momentum can also be neglected in the expression for the generalized vorticity, which gives \( \Omega = -e\mathbf{B}/c \). The conservation of generalized vorticity then becomes the well-known expression for the conservation of magnetic flux through a fluid contour \( C = \oint \mathbf{B} \cdot d\mathbf{S} = \text{const.} \), e.g., see Ref. 35.

Equation (12) can be rewritten in the differential form\(^{20}\)

\[
\frac{d}{dt} \left( \frac{\partial \Omega}{\partial r} + (\mathbf{V}_e \cdot \nabla) \Omega \right) = -\Omega (\nabla \cdot \mathbf{V}_e) + (\Omega \cdot \nabla) \mathbf{V}_e.
\]

Substituting \( \nabla \cdot \mathbf{V}_e \) into Eq. (14) from the continuity equation (1),

\[
\nabla \cdot \mathbf{V}_e = -\frac{1}{n_e} \frac{\partial n_e}{\partial t} - \frac{\mathbf{V}_e}{n_e} \cdot \nabla n_e,
\]

gives

\[
\left( \frac{\partial}{\partial t} + \mathbf{V}_e \cdot \nabla \right) \Omega = \left( \frac{\Omega}{n_e} \right) \cdot \nabla \mathbf{V}_e.
\]

This is a generalization of the “frozen-in” condition for the magnetic field lines, when electron inertia terms are neglected.\(^{35}\)

As an example of application of the generalized vorticity law, we derive the magnetic dynamo effect using both integral and differential forms of the conservation of generalized vorticity, given by Eq. (12) and Eq. (16), respectively. Consider a small element of the electron fluid of size \( drdz \), positioned in a plane of constant \( \phi \); then \( \int \Omega \cdot d\mathbf{S} = (\Omega \cdot drdz) \), as shown in Fig. 1. In the next time interval, \( r + dt \), the fluid element moves and rotates. Due to the differential rotation \( \partial V_{e\phi}/\partial z \), the sides of the element rotate differently, and the surface element opens in the \( z \)-direction. In the next time interval, \( \int \Omega \cdot d\mathbf{S} = -\Omega \cdot drdz \partial V_{e\phi}/\partial z \cdot dt + (\Omega \cdot drdz) \). Using the fact that the electron density is conserved in the fluid element, \( drdzn_e \), the time derivative of the azimuthal component of vorticity, \( (\Omega_{\phi 1} - \Omega_{\phi 2})/dt \), can be written as

\[
\frac{d}{dt} \Omega_{\phi} = \frac{1}{n_e} \frac{\partial V_{e\phi}}{\partial z}.
\]

This result can also be derived directly by taking the azimuthal projection of Eq. (16) and neglecting the small radial contribution on the right-hand side, because \( \Omega_{\phi} \ll \Omega \).

For simplicity, in the following we consider the most practically important case when the plasma density is large.
n_p \gg n_b$, so that the changes in $n_e$ can be neglected in Eq. (16). Also because $n_p \gg n_b$, the effects of electron flows are small compared to the beam motion ($V_{ce} \ll V_b$), and we approximate $dl/dt = V_b\partial \phi / \partial z$. Substituting into Eq. (17), and integrating with zero initial conditions in front of the beam pulse gives

$$\Omega_e = \frac{\Omega_e V_{ef}}{V_b}. \tag{18}$$

Here, we made use of the fact that $\Omega_e = -eB_z/c$ is approximately constant. From Eq. (13), it follows that $\Omega_e = -e/mcV_{ce} - eA_z/c$, where only the radial derivatives are taken into account, due to the approximation of long beam pulses in Eq. (5). Substituting the expressions for $\Omega_e$ and $\Omega_z$ into Eq. (18), and integrating radially gives

$$V_{ce} = \frac{e}{mc} A_z + \frac{eB_z}{mcV_b} \int_r^\infty V_{ef} dr. \tag{19}$$

The first term on the right-hand side of Eq. (19) describes the conservation of canonical momentum in the absence of magnetic field; the second term describes the magnetic dynamo effect, i.e., the generation of azimuthal magnetic field due to the rotation of magnetic field lines, as shown in Fig. 2. Note that, if the inertia effects are neglected, Eq. (18) describes the magnetic field “frozen in” the electron flow, $B_e = B_eV_{ef}/V_b$.

Substituting $V_{ef}$ from Ampere’s law in Eq. (10), and assuming that the velocity of the beam rotation is small compared to the rotation velocity of the plasma electrons, gives

$$\int_r^\infty V_{ef} dr = -\frac{c}{4\pi e n_r} \frac{1}{r} \frac{\partial (rA_\phi)}{\partial r} + \int_r^\infty Z_b n_p V_{bph} dr. \tag{20}$$

Substituting Eq. (20) into Eq. (19) then gives

$$V_{ce} = \frac{e}{mc} A_z - \frac{B_z}{4\pi m V_b n_r} \frac{1}{r} \frac{\partial (rA_\phi)}{\partial r} + \frac{eB_z}{mcV_b} \int_r^\infty Z_b n_p V_{bph} dr. \tag{21}$$

Similarly, from the $z$ projection of Eq. (16), we obtain

$$\frac{\partial}{\partial r} \left( r \left( mV_{ef} - eA_\phi/c \right) \right) = -eB_z \left( \frac{V_b}{c} \frac{n_e - n_p}{n_p} - V_{ez} \right). \tag{22}$$

and accounting for quasineutrality, $n_e - n_p = Z_b n_p$, and substituting the expression for the current $J_z = Z_b e n_p V_b - e n_p V_{ez}$ gives

$$mV_{ef} - eA_\phi/c = \frac{B_z}{c V_b n_p} \int_r^\infty J_z dr. \tag{23}$$

Equation (23) describes the conservation of canonical angular momentum

$$mV_{ef} - eA_\phi/c = \frac{B_z}{c V_b n_p} \frac{\partial A_z}{\partial r}. \tag{24}$$

where $\partial r$ is the change in the radial position of the electron fluid element inside of the beam pulse compared to the initial radial position in front of the beam pulse. Indeed, because of the conservation of current, $\nabla \cdot \mathbf{J} = 0$, it follows that $\int_r^\infty J_z dr = e/r \int_r^\infty n_e V_{ez} dz = eV_b n_p \partial r$, where $\partial r$ is the change in the radial position of a contour immersed in the electron fluid. Equation (23) also describes the conservation of vorticity flux in the $z$-direction through a circle in the azimuthal direction, $\int \nabla \cdot \mathbf{B} = 2 \pi \int_r^\infty r A_z / n_r$, where $n_r$ is the number of contours.

Making use of Ampere’s equation in the $z$-direction gives $\int_r^\infty J_z dr = (cr/4\pi dA_z/c) \partial r$, and

$$mV_{ef} - eA_\phi/c = \frac{B_z}{c V_b n_p} \frac{\partial A_z}{\partial r}. \tag{25}$$

Substituting Eqs. (19) and (25) into the corresponding components of Ampere’s equation then gives

$$-\frac{1}{r} \frac{\partial}{\partial r} \left( \frac{r A_\phi}{r} \right) = \frac{4\pi e}{c} \left[ Z_b n_b V_{bph} - \frac{e}{mc} n_e A_z \right] + \frac{B_z}{4\pi mV_b} \frac{\partial (rA_\phi)}{\partial r}$$

$$+ \frac{eB_z}{mcV_b} \int_r^\infty Z_b n_p V_{bph} dr, \tag{26}$$

and

$$-\frac{\partial}{\partial r} \left[ \frac{1}{r} \frac{\partial (rA_\phi)}{\partial r} \right] = \frac{4\pi e}{c} \left[ Z_b n_b V_{bph} - \frac{e}{mc} n_e A_\phi \right] - \frac{B_z}{4\pi mV_b} \frac{\partial A_z}{\partial r}. \tag{27}$$

As we shall see in the next section, under conditions of interest, the electron rotation is of order the electron cyclotron frequency times the ratio of the beam density to the plasma density, which is much larger than the ion rotation, which is given by the ion cyclotron frequency and the last term on the right-hand side of Eq. (26) can be neglected. In general, analysis shows that the electron inertia terms are important if
in the opposite limit of the electron motion can be described in pure drift approximation.

**III. COMPARISON OF ANALYTIC THEORY AND PARTICLE-IN-CELL SIMULATIONS**

Figures 3 and 4 show the simulation results obtained from the particle-in-cell (PIC) code EdPIC (Ref. 20) for the density and magnetic field of an ion beam pulse propagating with beam velocity $V_b = 0.5c$ in slab geometry, whereas Figs. 5 and 6 show the simulation results obtained from the LSP code, with $V_b = 0.33c$. In all simulations beams enter the plasma in the presence of a uniform solenoidal magnetic field. After some transitional period, plasma perturbations reach a quasisteady-state in the beam frame. We have performed the PIC simulations in slab geometry, because the numerical noise tends to be larger in cylindrical geometry.

**Fig. 3.** (Color online) The electron density perturbation caused by an ion beam pulse moving with velocity $V_b = 0.5c$ along the z-axis. The beam density is one-half of the background plasma density; the beam profile is flattop with smooth edges; the beam radius is $r_b = 1.5c/\omega_{pe}$; and the beam half length is $l_b = 7.5c/\omega_{pe}$.

**Fig. 4.** (Color online) Comparison of analytic theory and EdPIC particle-in-cell simulation results for the self-magnetic field and the perturbations in the solenoidal magnetic field in the center slice of the beam pulse. The beam parameters are the same as in Fig. 3. The beam velocity $V_b = 0.5c$. The values of applied solenoidal magnetic field correspond to the ratio of cyclotron to plasma frequency $\omega_{ce}/\omega_{pe}$: (a) 0; (b) 0.25; (c) 0.5; and (d) 1.
due to the singularity on the axis \( (r=0) \). In Fig. 3, the beam density is one-half of the background plasma density; the beam profile has a flat top with smooth edges; the beam radius corresponds to \( r_b=1.5c/\omega_{pe} \), and the beam half length is \( L_b=7.5c/\omega_{pe} \). Lead ions were assumed, however, and ion motion was not important for short beam pulses. Figure 3 shows that large-amplitude plasma waves are excited by the beam head. The plasma waves are electrostatic, and, therefore, the plasma waves do not have an effect on the structure of the self-magnetic field of the beam pulse,\(^{20}\) except that the local value of the electron density is different from the predictions of the quasineutrality condition \( n_e=Z_bn_i+n_p \) and affects the value of the return current \( eVc \). Such large density perturbations are not accounted for in linear analytic theory \( (n_b \approx n_p) \), which is the reason for the difference between the PIC simulations and the analytic predictions, as will be shown below. Note that the presence of the solenoidal magnetic field results in an increase of the self-magnetic field. This is due to the magnetic dynamo effect caused by the electron rotation, as discussed above (see also Fig. 2). Another unusual effect is that the system consisting of the beam pulse together with the background plasma acts paramagnetically; the solenoidal magnetic field is larger in the center of the beam pulse than the initial value of the applied magnetic field. This effect can be found to originate from Eqs. (26) and (27) in the limit where the skin depth is large compared with the beam radius \( (c/\omega_{pe} \approx r_b) \). In this limit, the terms proportional to the return current \( n_A d \) on the right-hand side of Eq. (27) can be neglected compared with the terms on the left-hand side. Without taking into account contributions from the ions, and neglecting the term \( n_A d \), Eq. (27) can then be integrated from \( r \) to \( \infty \), assuming that \( A d =0 \) as \( r \rightarrow \infty \). This gives for the perturbation in the solenoidal magnetic field

\[
\delta B_z = \frac{1}{r} \frac{\partial (rA d)}{\partial r} = \frac{4\pi e}{c} \left( \frac{B A c}{4\pi mV_b} \right). \tag{28}
\]

Note that \( \delta B_z \) is positive, i.e., the combination of the beam and plasma acts paramagnetically! In the follow-up research,\(^{37}\) we found that the beam plus plasma system response strongly depends on parameter \( \omega_{ce}/\beta_b \omega_{pe} \). If \( \omega_{ce}/\beta_b \omega_{pe} < 1 \), the response is paramagnetic, if \( \omega_{ce}/\beta_b \omega_{pe} > 1 \), the response is diamagnetic.

Substituting Eq. (28) into Eq. (26) gives

\[
- \frac{1}{r} \frac{\partial (rA c)}{\partial r} + \left( \frac{4\pi e}{c} \left( \frac{Z_b n_i V_b}{e} - \frac{e}{m} n_c A c \right) + \frac{B^2}{4\pi m^2 V_b^2} A c \right). \tag{29}
\]

Note that the final positive term on the right-hand side of Eq. (29) proportional to \( B^2 \) describes the dynamo effect, and leads to an increase in the self-magnetic field. This increase becomes significant if

\[
n_e \sim \frac{B^2}{4\pi mV_b^2} \tag{30}
\]

or

\[
\omega_{ce} \sim \omega_{pe} \frac{V_b}{c}, \tag{31}
\]

where \( \omega_{ce}=eB_z/mc \) is the electron cyclotron frequency. This is evident in Fig. 4 by comparing the value of the self-magnetic field in Figs. 4(a)–4(c) with Fig. 4(d).

Figure 6 shows a comparison of analytic theory and LSP (Ref. 36) particle-in-cell simulation results for the self-magnetic field, the perturbation in the solenoidal magnetic field, and the radial electric field in the ion beam pulse. The beam velocity is \( V_b=0.3c \), and the beam density profile is Gaussian, \( n_i=0.5\exp(-r^2/2/\sigma_b^2) \), where \( r_b=1 \) cm, \( L_b=17 \) cm, \( n_i=0.5/2=1.2 \times 10^{11} \) cm\(^{-3} \). The background plasma density is \( n_p=2.4 \times 10^{11} \) cm\(^{-3} \), except for case (d), where the beam density is \( n_i=0.6 \times 10^{11} \) cm\(^{-3} \) and the plasma density is \( n_p=4.8 \times 10^{11} \) cm\(^{-3} \); and case (f), where \( n_i=0.3 \times 10^{11} \) cm\(^{-3} \) and the background density is \( n_p=2.4 \times 10^{11} \) cm\(^{-3} \). Figure 5 shows the electron density perturbation generated by the beam pulse. Because the beam head is long compared with the length \( V_b/\omega_{pe} \), the beam head does not excite any plasma waves,\(^{20}\) and the quasineutrality condition \( n_e=n_b+n_p \) is satisfied (compare Fig. 3 and Fig. 5).

For this choice of beam parameters, the skin depth is approximately equal to the beam radius \( c/\omega_{pe} \approx r_b \), so that the return current does not screen the beam self-magnetic field significantly. Without the applied solenoidal magnetic field, the maximum value of the magnetic field is 56 G [see Fig. 6(a)]. The analytic theory agrees well with the PIC simulation results, because in this case the theory applies even for the nonlinear case \( n_e \sim n_p \).\(^{20}\) The radial electric field is small and cannot be distinguished from numerical noise in the PIC simulations. For the value of the applied solenoidal magnetic field \( B_0=300 \) G, in Fig. 6(b), the parameter \( \omega_{ce}/\beta_b \omega_{pe} \approx 0.57 \), where \( \beta_b=V_b/c \) is small. Therefore, the dynamo effect is insignificant according to Eq. (29). Figures 6(c) and 6(e) correspond to two and three times larger magnetic fields \( (B_0=600 \) G and \( B_0=900 \) G), respectively. The value of the parameter \( \omega_{ce}/\beta_b \omega_{pe} \approx 1.1,1.7 \) rises above unity, and the dynamo effect results in a considerable increase in...
the self-magnetic field of the beam, also in agreement with Eq. (29). The 20% difference between the analytic and PIC simulation results is due to the fact that the theory of the dynamo effect is linear in the parameter $n_b/n_p$, whereas $n_b/n_p=0.5$ in Figs. 6(b), 6(c), and 6(e). Figure 6(d) shows results for $n_b/n_p=0.125$, and the linear theory results are practically indistinguishable from the PIC simulation results. Figure 6(f) shows results for $n_b/n_p=0.125$, and the linear...
theory results differs from the PIC simulation results by approximately 30%. This is due to the assumption of quasineutrality, which requires $\omega_{pe}^{2}/\omega_{ce}^{2} \ll 1$ as shown below. For the conditions in Fig. 6(f), $\omega_{pe}^{2}/\omega_{ce}^{2} = 0.33$, which accounts for the 30% difference from the PIC simulation results.

The radial electric field can be obtained from the radial component of the momentum balance equation (2). Neglecting the small radial electron velocity $V_{er}$ gives

$$E_r = \frac{mV_{er}^2}{er} + \frac{1}{c} (-V_{er}B_z + V_{e\phi}B_r), \quad (32)$$

where $V_{e\phi}$ is given by Eq. (25). From Eq. (32) it follows that the radial electric field increases strongly with increasing solenoidal magnetic field, as is evident in Fig. 6. As shown in Sec. V, the ion dynamics can reduce radial electric field and has to be taken into account for very long beam pulses $l_p > r_p (M/m)^{1/2}$.

As the electric field increases with an increase in the applied solenoidal magnetic field, the assumption of quasineutrality may fail. To find the criterion for validity of the theory we estimate the electric field value, considering only linear terms assuming $n_b \ll n_p$. In this limit, the nonlinear terms in Eq. (32) can be neglected, which gives

$$E_r = -\frac{1}{c} V_{e\phi}B_z. \quad (33)$$

Equations (26) and (27) can be represented in dimensionless form if the following normalization is applied:

$$[r] = \delta_p = \frac{c}{\omega_{pe}},$$

$$[A_r] = \frac{mcV_{bc}Z_n\mu_0}{e n_p},$$

$$[A_\phi] = B_0 \delta_p \frac{Z_n\mu_0}{n_p},$$

$$[V_{e\phi}] = \frac{eB_0 \delta_p \frac{Z_n\mu_0}{n_p}}{mc n_p},$$

where $n_0 = n_b(0)$ is the on-axis value of the beam density. Some straightforward algebra applied to Eqs. (26) and (27) gives for the normalized components of vector potential, $a_{\theta} = A_r/[A_r]$ and $a_{\phi} = A_\phi/[A_\phi]$:

$$-\frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial a_{\phi}}{\partial \rho} \right) = \frac{n_b(r/\delta_p)}{n_0} - a_{\phi} + \frac{\omega_{ce}^2}{\omega_{pe}^2 \beta_0^2} \frac{\partial (\rho a_{\phi})}{\partial \rho}, \quad (34)$$

$$\frac{\partial}{\partial \rho} \left( \frac{\partial (\rho a_{\phi})}{\partial \rho} \right) = a_{\phi} + \frac{\partial a_{\phi}}{\partial \rho}. \quad (35)$$

Here, $\rho = r/\delta_p$. Note that the solutions of Eqs. (34) and (35) depend only on two parameters: the ratio of the beam radius to the skin depth (through the beam density profile), and the parameter $\omega_{ce}^2/\omega_{pe}^2 \beta_0^2$, which characterizes the dynamo effect [see Eq. (31)].

The electron rotation velocity and azimuthal magnetic field are expressed through the normalized components of vector potential according to

$$V_{e\phi} = \frac{Z_n\mu_0 eB_0 \delta_p}{n_p} \left( a_{\phi} + \frac{\partial a_{\phi}}{\partial \rho} \right), \quad (36)$$

$$B_\phi = -\frac{Z_n\mu_0 mcV_{bc} \delta_p}{n_p} \frac{\partial a_{\phi}}{\partial \rho}. \quad (37)$$

Substituting Eqs. (36) and (37) into Eq. (33) then gives

$$E_r = -\frac{Z_n\mu_0 mcV_{bc}^2 \omega_{ce}^2}{n_p} \frac{\partial a_{\phi}}{\partial \rho} + a_{\phi}. \quad (38)$$

The quasineutrality condition requires

$$\frac{\partial E_r}{\partial \rho} \leq 4\pi e |Z_b| n_{b0}. \quad (39)$$

Substituting the estimate $\partial E_r/\partial \rho \sim E_r/\delta_p$ for $E_r$, into Eq. (38), and taking the normalized vector potentials to be of order unity into Eq. (39) gives the condition

$$\frac{\omega_{ce}^2}{\omega_{pe}^2} \leq 1. \quad (40)$$

The reason for the condition in Eq. (40) can be explained as follows. The dielectric constant transverse to the magnetic field is given by

$$\varepsilon_{\perp} = 1 + \frac{\omega_{pe}^2}{\omega_{ce}^2 - \omega^2}. \quad (41)$$

In the analytic derivation, we accounted only for the plasma part of the dielectric constant [the last term on the right-hand side of Eq. (41)], and neglected the displacement current. Apparently when $\omega \ll \omega_{ce}$, this is valid only if the condition in Eq. (40) is satisfied. In order to account for a departure from the quasineutrality condition, we substitute into Eq. (22) the perturbations in the electron density according to the Poisson equation

$$(Z_b n_b - n_e + n_p) = \frac{1}{4\pi e} \frac{\partial (rE_r)}{\partial r}, \quad \text{which gives}$$

$$\frac{\partial rmcV_{e\phi} - \varepsilon A_{\phi}/c)}{r\partial r} = -\frac{B_\phi}{c n_p V_b} \left[ -\frac{V_b \delta_p (rE_r)}{4\pi r \partial r} + Z_b n_b eV_b - eV_{e\phi} n_p \right]. \quad (42)$$

Integrating Eq. (42) with respect to $r$ gives

$$V_{e\phi} = \frac{e}{mc} A_\phi + \frac{B_\phi}{mcV_b} \int_{r}^{\infty} J_{r} J_{r} dr + \frac{r V_b E_r}{4\pi}. \quad (43)$$

Substituting Eq. (33) for $E_r$,

$$E_r = -\frac{1}{c} V_{e\phi} B_z, \quad (44)$$

and $\int_{r}^{\infty} J_{r} J_{r} dr = (cr/4\pi) a_{A_r} / \partial r$ into Eq. (43) then gives
The electron rotation velocity, azimuthal magnetic field, and radial electric field are then expressed through the normalized components of vector potential according to

\[ V_\phi \left( 1 + \frac{\omega_{ce}^2}{\omega_{pe}^2} \right) = \frac{e}{mc} A_\phi + \frac{B_z}{4\pi m V_p n_p} \frac{\partial A_z}{\partial r}. \]  

Equation (26) remains the same, but Eq. (27) is modified to become

\[ - \left( 1 + \frac{\omega_{ce}^2}{\omega_{pe}^2} \right) \frac{\partial}{\partial r} \left[ \frac{1}{r} \frac{\partial (r A_\phi)}{\partial r} \right] = \frac{4\pi e}{c} \left( \frac{Z_d n_p V_{b\phi}}{e} - \frac{e}{mc} n_e A_\phi - \frac{B_z}{4\pi m V_p} \frac{\partial A_z}{\partial r} \right). \]  

The equations for the normalized vector potentials become

\[ - \frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial a_z}{\partial \rho} \right) = \frac{n_0(r/\delta_p)}{n_{b0}} - \frac{n_e}{\omega_{ce}^2} \frac{1}{\omega_{pe}^2} \frac{\partial (pa_\phi)}{\partial \rho}, \]  

\[ B_\phi = - \frac{Z_d n_{b0} \rho m e V_{b\phi}}{n_p} \frac{\partial a_z}{\partial \rho}. \]
Figure 6(f) and Fig. 7 show the effects of the modification of Eq. (27) to Eq. (46). For the conditions in Fig. 6(f), \( \omega_{ce}^2/\omega_{pe}^2 = 0.33 \), and this 30% correction brings the analytic results much closer the PIC simulation results. Figure 7 shows the self-magnetic and self-electric fields for a faster beam pulse than shown in Fig. 6, with \( V_b = 0.808c \). Figure 7(a) shows the case without any applied magnetic field; the notation “Nonlin. Anal.” denotes the results calculated from Eq. (26) where the perturbation in the electron density (nonlinear term) in the return current \( n_b \delta \delta n_e = n_p + Z_0 n_b \) is taken into account; because \( n_b/n_p = 0.1 \), this term accounts for about 10% of the difference between the nonlinear and linear theories. Figures 7(b)–7(d) show the results of linear theory when the solenoidal magnetic field is applied. The notation “Full Anal.” denotes the results calculated from the system Eqs. (26) and Eq. (46), whereas the notation “Anal.” denotes the system of equations corresponding to Eqs. (26) and (27). The difference becomes noticeable for \( B = 1.8 \text{ kG} \), where \( n_b/n_p = 0.66 \). At the larger value of the magnetic field \( B = 3.6 \text{ kG} \), \( \omega_{ce}^2/\omega_{pe}^2 = 2.6 \) and the solutions to Eqs. (26) and (27) show the excitation of waves, whereas the system of equations corresponding to Eqs. (26) and (46) does not, as described in Sec. V.

Figure 8 shows the perturbation in the electron density for \( B = 0, 3.6, 5.4 \text{ kG} \), which corresponds to \( \omega_{ce}^2/\omega_{pe}^2 = 0, 1.6, 2.4 \). It is evident that for cases (b) and (c) the quasineutrality condition breaks down, which corresponds to \( \omega_{ce} > \omega_{pe} \). However, when the beam radius is increased, this...
IV. RADIAL FORCE ACTING ON THE BEAM PARTICLES

The radial force acting on the beam particles is

$$F_r = eZ_b \left( - \frac{1}{c} V_{bc} B_\phi + E_r \right),$$

(52)

where the radial electric field is given by Eq. (32). Without the solenoidal magnetic field applied, substituting Eq. (32) into Eq. (52) gives

$$F_r = - \frac{eZ_b}{c} (V_{bc} - V_{ce}) B_\phi,$$

(53)

and the radial force is always focusing, because the electron flow velocity in the return current is always smaller than the beam velocity, $$V_{ce} < V_{bc}.$$ However, in the presence of the solenoidal magnetic field, the radial force can change sign from focusing to defocusing, because the radial electric field grows faster than the magnetic force $$-Z_b V_{bc} B_\phi,$$ as the solenoidal magnetic field increases. To demonstrate this tendency analytically, let us consider only linear terms in the radial force equation assuming $$n_b \ll n_p.$$ In this limit, the nonlinear terms in Eq. (32) can be neglected, which gives

$$F_r = - \frac{eZ_b}{c} (V_{bc} B_\phi + V_{ce} B_c),$$

(54)

where $$V_{ce \phi}$$ is given by Eq. (25).

Substituting Eqs. (36) and (37) into Eq. (54) then gives

$$F_r = \frac{Z_b n_b m c V_{bc}}{n_p \delta_p} \left[ \frac{\omega_{ce}^2}{\omega_{pe}^2 + \omega_{ce}^2} \right] \left[ \frac{\partial a_z}{\partial \phi} \left( \omega_{ce}^2 + \omega_{pe}^2 \right) \frac{\partial a_z}{\partial \phi} + \frac{\partial a_\phi}{\partial \phi} \right].$$

(55)

From Eq. (55), it is evident that, in the limit $$\omega_{ce}^2 < \left( \omega_{pe}^2 + \omega_{ce}^2 \right),$$ or $$\omega_{ce} < \omega_{pe} \gamma_b \beta_b,$$ where $$\gamma_b^2 = 1/(1 - \beta_b^2),$$ the radial force is focusing ($$\partial a_z/\partial \phi < 0$$), and if $$\omega_{ce} > \omega_{pe} \gamma_b \beta_b,$$ the radial force can become defocusing. Figure 9 shows the evolution of the radial profile of the normalized radial force for a nonrelativistic beam $$\beta_b \ll 1$$ [the term in the square bracket on the right-hand side of Eq. (55)] acting on the beam particles for various values of the parameter $$\omega_{ce}^2/\omega_{pe}^2 \beta_b^2$$. The radial force is nearly zero when $$\omega_{ce}^2/\omega_{pe}^2 \beta_b^2 = 1.5$$ for the main part of the beam pulse. This value can be optimal for beam transport over long distances to avoid the pinch effect. Note that the radial force is focusing at larger radius, which can help to minimize halo formation and produce a tighter beam.

Figure 10 shows the optimal value of the parameter $$\omega_{ce}^2/\omega_{pe}^2 \beta_b^2$$ ($$\omega_{ce}^2/\omega_{pe}^2 \beta_b^2$$), plotted as a function of $$r_b/\delta_p,$$ corresponding to the minimum radial force for effective beam transport over long distances. Note that for small $$r_b/\delta_p,$$ $$\omega_{ce}^2/\omega_{pe}^2 \beta_b^2$$ is approximately equal to unity, and increases with $$r_b/\delta_p$$ to the limiting value 4; this value corresponds to the onset of excitation of whistler and lower-hybrid-like waves. For $$\omega_{ce}^2/\omega_{pe}^2 \beta_b^2 > 4$$ the structure of the self-electromagnetic field becomes rather complicated, and the transport of very intense beam pulses with $$r_b/\delta_p > 6$$ in the presence of a solenoidal magnetic field can be strongly affected by collective wave generation, as discussed in the next section.

V. BEAM EXCITATION OF THE WHISTLER AND HELICON WAVES

In this section, we explicitly take into account that the beam can be relativistic. As shown below, excitation of the waves disappears in the limit of a relativistic beam with $$\gamma_b \gg 1.$$ In the case of a dense background plasma, $$n_p \gg n_b,$$ the electron velocity is much smaller than the speed of light; and
relativistic corrections to the electron motion need not be taken into account.\textsuperscript{29} Equations (26) and (46) support wave excitations when

\[
\frac{\omega_{ce}}{\omega_{pe}} > 2\beta_b \gamma_b^2. \tag{56}
\]

Indeed, looking for solutions of Eqs. (26) and (46) proportional to \(\exp(\pm ikz)\) for a uniform plasma in the absence of a beam pulse, some straightforward algebra gives

\[
\beta_b^2 \left[ 1 + \frac{1}{\omega^2} \right] k^2 \delta_p^2 + \left[ \beta_b^2 \left( 1 + \frac{1}{\omega^2} \right) - \frac{\beta_b^2}{\omega^2} - 1 \right] k^2 \delta_p^2 + \frac{\beta_b^2}{\omega^2} = 0, \tag{57}
\]

where \(\sigma = \omega_{ce}/\omega_{pe}\). Equation (57) can be also derived from the general dispersion relation for electromagnetic waves (see for example, Refs. 38 and 39),

\[
A \left( \frac{k\varepsilon}{\omega} \right)^4 + B \left( \frac{k\varepsilon}{\omega} \right)^2 + C = 0, \tag{58}
\]

where \(A = e_{\perp} \sin^2 \theta + e_1 \cos^2 \theta\), \(B = -e_{\perp} e_1 (1 + \cos^2 \theta) - (e_{\perp} - g^2) \sin^2 \theta\), \(C = e_{\perp} (e_{\perp} - g^2)\). In the dispersion relation (58), \(e_{\perp}, e_1, g\) are components of the plasma dielectric tensor, \(\cos \theta = k_\parallel/|k|\) is the angle of wave propagation relative to the magnetic field, \(k_\parallel\) is the \(k_\parallel\)-vector along the direction of the solenoidal magnetic field, and \(k = |k|\). Here, we account for the fact that for long beam pulses, only waves with \(k_\parallel\)-vectors nearly perpendicular to the beam velocity are excited, \(k_\parallel \approx k_\perp = k\). The wave phase-velocity should coincide with the beam velocity for a steady-state wave pattern in the beam frame, i.e.,

\[
\omega = V_b k_\parallel. \tag{59}
\]

When small terms of order \(k_\parallel^2 \delta_p^2\) and \(k_\parallel^2 \delta_p^2/\omega^2\) are neglected in the general dispersion relation, Eq. (58), the resulting equation becomes Eq. (57). The solution to Eq. (57) is

\[
k^2 \delta_p^2 = \frac{\omega^2 - 2\beta_b \gamma_b^2 \pm \sqrt{\omega^2 (\omega^2 - 4\beta_b \gamma_b^2)}}{2\beta_b^2 \gamma_b^2 (1 + \sigma^2)}, \tag{60}
\]

Therefore, when the condition in Eq. (56) is satisfied, waves are excited. Note that the solutions to the approximate system, Eqs. (26) and (27), without taking into account the term corresponding to quasineutrality breaking down (the term proportional to \(\omega_{ce}/\omega_{pe}\) on the left-hand side of the equation for \(A_\perp\)), show the excitation of waves when \(\omega_{ce}/\omega_{pe} > 2\beta_b\). The difference between this approximate condition and the exact condition given by Eq. (56) is sizable when \(\beta_b \to 1\). For example, for the conditions in Fig. 7, \(\beta_b = 0.808\) and for the conditions in Fig. 7(d), \(\omega_{ce}/\omega_{pe} = 1.621 > 2\beta_b = 1.617\), and waves are not excited, whereas the approximate criterion predicts excitation of waves. Particle-in-cell simulation results show that waves are not excited even for twice larger values of the magnetic field because the critical value of \(\omega_{ce}/\omega_{pe}\) is equal to \(2\beta_b \gamma_b^2 = 4.7\), which justifies the criterion given in Eq. (56).

\section*{A. Excitation of helicon (lower-hybrid-like) waves}

In the limit \(\sigma \gg 2\beta_b \gamma_b^2\), the upper-root solution in Eq. (60) tends to \(k_\parallel = \sigma/\beta_b \gamma_b (1 + \sigma^2)^{1/2}\), and substituting the definition of \(\sigma\) gives

\[
k \to k_b = k_{bh} = \frac{\omega_{ce} \omega_{pe}}{c \beta_b \gamma_b (\omega_{ce}^2 + \omega_{pe}^2)^{1/2}}. \tag{61}
\]

This mode corresponds to the excitation of helicon (lower-hybrid-like) waves. Consider nonrelativistic beam pulses with \(\beta_b \ll 1\), then the lower-hybrid frequency is \(38,39\)

\[
\omega = \frac{\omega_{ce} \omega_{pe}}{(\omega_{ce}^2 + \omega_{pe}^2)^{1/2}} \cos \theta. \tag{62}
\]

Figure 11 shows the excitation of helicon (lower-hybrid-like) waves observed in simulations using the LSP particle-in-cell code.

Substituting Eq. (59) into Eq. (62) and using \(\cos \theta = k_\parallel/k\), yields the limiting value \(k \to k_\parallel\) for lower-hybrid waves given by Eq. (61). As evident from Eq. (60), for \(\sigma > 2\beta_b\), \(k_{bh} \gamma_b \gamma_b > 1\) and the lower-hybrid waves have short wavelengths, of order or smaller than the skin depth in agreement with PIC simulation results.\textsuperscript{29} Lower-hybrid waves were observed in PIC simulations.\textsuperscript{27,29} Note that for relativistic beams there is an extra factor 1/\(\gamma_b\) in Eq. (61) compared with the derivation based on the lower hybrid frequency, Eq. (62). This is because the traditional analysis for the plasma resonances (including the lower hybrid frequency) assumes \(A = 0\), whereas a more rigorous calculation shows that in the limit \(\cos \theta \to 0\) the second term with the \(B\) factor has also to be taken into account when solving Eq. (58). Due to this subtle difference we call these waves “lower-hybrid-like” waves not simply lower-hybrid waves. Similar to the lower-hybrid waves if \(\cos \theta = k_\parallel/k_\parallel \gamma_b \gamma_b < (m/M)^{1/2}\) the ion dynamics has to be accounted for.\textsuperscript{39} Therefore, this theory is valid for not very long beam pulses \(k_\parallel < \gamma_b (M/m)^{1/2}\).

In addition to a steady-state pattern of waves in the beam frame,\textsuperscript{27} nonstationary lower-hybrid waves were observed propagating perpendicular to a strong solenoidal magnetic field when the beam parameters changes rapidly near the focal plane.\textsuperscript{29} A similar excitation of helicon waves during fast penetration of the magnetic field due to the Hall effect in high energy plasma devices, such as plasma opening switches and Z pinches, was observed in Refs. 30. Coupling of the helicon waves to the plasma or the beam ions can lead to development of the electrostatic modified two-stream instability.\textsuperscript{44}

\section*{B. Excitation of whistler waves}

The lower-root solution in Eq. (60) in the limit \(\sigma \gg 2\beta_b \gamma_b^2\) tends to \(k_\parallel = \beta_b \gamma_b/\sigma\) and describes long wavelength perturbations. Substituting the definition of \(\sigma\) gives

\[
k \to k_{\parallel} = k_{wh} = \frac{\omega_{pe} \beta_b \gamma_b}{c \omega_{ce}}, \tag{63}
\]

corresponding to whistler-wave excitation. Excitation of whistler waves in cylindrical geometry can be derived from Eq. (34) directly by assuming that the wavelength is large.
compared with the skin depth \(k_{\text{ws}} \delta_p \ll 1\). Then the terms on the left-hand side of Eqs. (26) and (27) can be neglected, and neglecting the small ion beam rotation gives

\[
\frac{e}{mc} n_p A_\phi = -\frac{B_z}{4\pi m V_b} \frac{\partial A_z}{\partial r}.
\]

Substituting Eq. (64) into Eq. (26) yields

\[
\frac{c B_z^2}{(4\pi)^2 e n_p V_b^2} \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial A_z}{\partial r} \right) + \frac{e}{mc} n_p A_z = Z_b n_b V_{bz}.
\]

Equation (65) describes oscillations with wavelength

\[
\lambda_{\text{wh}} = \frac{c B_z}{2en_p V_b},
\]

which correspond to whistler waves.18 Indeed, the dispersion relation for whistler waves is39

\[
\omega^2 = \frac{\omega_{\text{pi}}^2 c^2}{\omega_{pe}^2} \left( k^2 + \frac{\omega_{\text{pi}}^2}{c^2} \right) k^2,
\]

where \(\omega_{\text{pi}}\) is the ion plasma frequency and \(k\) is the wavenumber along the magnetic field. Assuming that the beam pulse length is not very long, i.e., \(k \sim 1/l_b \gg \omega_{\text{pi}}/c\), the whistler wave dispersion relation becomes

\[
\omega = \frac{\omega_{\text{pi}} c}{\omega_{pe}^2} k k_z.
\]

Because the perturbations correspond to a steady-state wave pattern in the beam frame, \(\omega = V_b k_z\) in the laboratory frame. Substituting Eq. (59) into Eq. (67) shows that the whistler waves are excited with the same wavenumber perpendicular to the beam velocity.18

FIG. 11. (Color online) LSP particle-in-cell simulation results for the perturbations in electron density, self-magnetic field, and self-electric radial field. The beam velocity is \(V_b = 0.2c\). The plasma and beam parameters are \(n_p = 10^{11} \text{ cm}^{-3}\), and \(n_b = 0.5 \times 10^{11} \text{ cm}^{-3}\). The beam density profile is Gaussian, \(n_b = n_0 \exp(-r^2/l_b^2)\), where \(r_b = 2.8 \text{ cm}\), and \(l_b = 5.7 \text{ cm}\). The value of the applied solenoidal magnetic field is \(B_z = 2839 \text{ G}\). (a) shows the beam density; (b) the electron density; (c) the self-magnetic field \(B_z\); and (d) the self-electric field \(E_x\).
where \( \omega_{ce} > \gamma_b \beta_b \) \( \left( \gamma_b = 1/\sqrt{1 - \beta_b^2} \right) \) or equivalently,
\[
B > 320 \gamma_b \beta_b \sqrt{\frac{n_i }{10^{10}}} \text{ G.} \tag{69}
\]

The threshold value of \( B \) given in Eq. (69) corresponds to relatively small values of the magnetic field for nonrelativistic beams. When the criterion in Eq. (69) is satisfied, application of the solenoidal magnetic field leads to three unexpected effects:

1. The first effect is the dynamo effect, in which the electron rotation generates a self-magnetic field that is much larger than in the limit with no applied magnetic field.
2. The second effect is the generation of a large radial electric field. Because the \( \mathbf{v}_e \times \mathbf{B}_e \) force should be balanced by a radial electric field, the spinning results in a plasma polarization and produces a much larger self-electric field than in the limit with no applied field.
3. The third unexpected effect is that the joint system consisting of the ion beam pulse and the background plasma act as a paramagnetic medium, i.e., the solenoidal magnetic field is enhanced inside of the ion beam pulse.

Application of the solenoidal magnetic field can be used for active control of beam transport through background plasma. Without the applied solenoidal magnetic field, the radial force is always focusing, because the magnetic attraction of parallel currents in the beam always dominates the radial electric field, which is screened by the plasma better than the self-magnetic field. However, when a solenoidal magnetic field is applied, the radial electric force can become larger than the magnetic force, resulting in beam defocusing. Figure 10 shows the optimum value of the parameter \( \omega_{ce}^2 / \omega_{ce}^2 \beta_b \) plotted as a function of the ratio of the beam radius to the skin depth, \( r_b / \delta_{pe} \), corresponding to the minimum radial force for effective beam transport over long distances.

For larger values of the solenoidal magnetic field, corresponding to

\[
\frac{\alpha_{ce}}{\omega_{ce}} > 2 \gamma_b \beta_b, \tag{70}
\]
or equivalently,
\[
B > 640 \gamma_b \beta_b \sqrt{\frac{n_i }{10^{10}}} \text{ G,} \tag{71}
\]
the beam generates whistler and lower-hybrid waves. For nonrelativistic beams \( \beta_b \ll 1 \), the whistler waves have long wavelength compared with the skin depth
\[
\lambda_{wh} = \frac{c B_e}{2 \pi n_e V_b}, \tag{72}
\]
whereas helicon (lower-hybrid-like) waves have short wavelength compared with the skin depth
\[
\lambda_{wh} = \frac{2 \pi V_p (\alpha_{ce}^2 + \omega_{pe}^2)^{1/2}}{\alpha_{ce} \omega_{pe}} . \tag{73}
\]

When collective waves are excited, the particle-in-cell simulations show that the structure of the self-electromagnetic field becomes rather complex, and the transport of very intense beam pulses can be strongly affected by the wave generation,\(^{27,29} \) which will be discussed in future publications.

Beam propagation in a plasma is considered to be an effective way to compress intense beam pulses both longitudinally and transversely by applying a small velocity tilt.\(^{8,17} \) A number of possible instabilities during propagation of beam pulses through a background plasma in a solenoidal magnetic field\(^{40,41} \) can be effectively mitigated by a small velocity tilt and plasma density inhomogeneity.\(^{42,43} \)

In a follow-up publication the limit of strong magnetic field will be discussed.\(^{33} \)
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