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Abstract

A numerical scheme for the electromagnetic particle
simulation of high-intensity charged particle beams has
been developed which is a modification of the Darwin
model. The Darwin model neglects the transverse induc-
tion current in Amperes law and therefore eliminates fast
electromagnetic (light) waves from the simulations. The
model has been incorporated into the nonlinear δf Beam
Equilibrium Stability and Transport(BEST) code. We have
applied the model to simulate the transverse electromag-
netic Weibel instability in a single-species charged particle
beam and the mechanism for nonlinear saturation is identi-
fied.

DARWIN MODEL IN PLASMA PHYSICS
It’s well known that to describe interacting charged par-

ticles one needs to introduce particle phase-space variables
(x,v) and also independent field phase-space variables
which describe the radiation field degrees of freedom. As
was shown shown by Darwin [1], if the particle veloci-
ties are small compared to the velocity of light, one can
describe particle dynamics correctly up to second order in
the small parameter v/c using only the particle phase-space
variables (x,v) and the Darwin Lagrangian
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2
√

1 − vi · vi/c2 (1)
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where the subscript i labels the i’th particle, rij = ri − rj

is the separation between i’th and j’th particles, and nij =
rij/rij . The second term in the bracket in Eq. (1) describes
corrections of order (v/c)2 to the interaction of the par-
ticles. The influence of the independent electromagnetic
field on the particle motion is of higher order in the small
parameter v/c. Also, the kinetic energy term is usually
expanded as −∑

i mic2
√

1 − vi · vi/c2 =
∑

i −mic2 +
mivi · vi/2 + mi(vi · vi)2/8c2 to the same accuracy.

The equivalent description can be obtained with the fol-
lowing single-particle Lagrangian

LD
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2
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1 − vi · vi/c2 − eiφ +
ei

c
A · vi, (2)
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where the field potentials (φ,A) are determined from the
following equations

∇2φ = −4πρ = −4π
∑
j !=i

ejδ(x − xj), (3)

∇2A + ∇ψ = −4π

c
J = −4π

c

∑
j !=i

ejvjδ(x − xj), (4)

where ∇ ·A = 0. The potential ψ formally solves ∇2ψ =
−(4π/c)∇ · J, which removes the longitudinal part of the
current J.

Equations (3) and (4) are Maxwell equations in the
Coulomb gauge, neglecting the transverse part of the dis-
placement current (1/c2)(∂2A/∂t2). If the fields are ex-
panded in Fourier series in time and space according to
A ∼ exp(−iωt + ik ·x), neglecting the displacement cur-
rent is justified whenever |ω| % |k|c [see Eq. (4)]. In-
deed if the oscillation amplitude of the particles is equal
to a, then the oscillation frequency is ω ∼ vosc/a, where
vosc is the average oscillation velocity of the particles.
If the distance between two particles is L ∼ 1/k, then
ω/kc ∼ (vosc/c)/(ka). The original Darwin Lagrangian
was derived to describe a system of a small number of
interacting particles separated on average by a distance
LD = a ∼ 1/k from each other. For such a system, the
two conditions, ω % kc and v/c % 1, are equivalent. On
the other hand, in plasmas, where ka % 1, the appropriate
condition for the validity of the Darwin model is ω % kc,
which is much stronger than the condition vosc/c % 1.

The range of validity of the Darwin model used in the
present analysis can be summarized as follows. If there
are several species of charged particles in a plasma mov-
ing with characteristic average velocity Vi, then the field
created by the particles will be accurately described by
Eqs. (3) and (4) provided the condition |ω−k ·Vi| % kc is
satisfied. If we choose one specie to be at rest, and ω % kc,
then all other species must satisfy |k·Vi| % kc. For exam-
ple, for the case of a charged particle beam moving through
stationary plasma, the beam velocity must be either non-
relativistic Vb % c, or if the beam velocity is relativistic
with Vb ∼ c, then the perturbations must be of the flute
type with k‖ % k⊥, where (‖) and (⊥) are directions par-
allel and transverse to the direction of beam propagation.

If a beam of radius rb propagates through low-density
background plasma inside a conducting pipe with radius
rw ∼ rb, then k⊥ ∼ 1/rb, and conditions for validity of the



Darwin model are ω ! c/rb and k‖rb ! 1. We estimate
rb ∼ vth⊥/ωβ , where vth⊥ is the transverse thermal veloc-
ity, and ωβ is the transverse smooth-focusing frequency. In
this case, the frequencies are limited to ω/ωβ ! c/vth⊥,
and the longitudinal wavelengths to λ‖ # rb.

In situations where the beam current is completely neu-
tralized by dense background plasma except at the beam
edge over a distance comparable to a skin-depth δ = c/ωpe,
we take k⊥ ∼ 1/δ = ωpe/c. In this case, the frequencies
are limited to ω ! ωpe, and the longitudinal wavenum-
bers to k‖ ! ωpe/c. Here, ωpe = (4πnpe2/me)1/2 is the
plasma frequency of the background plasma electrons.

NUMERICAL IMPLEMENTATION
In the remainder of this paper, we specialize to the case

of a one-component charged particle beam consisting of
particles with charge q and rest mass m, in the absence
of background plasma. The equations of motion obtained
from the Darwin Lagrangian in Eq. (2) contain the time
derivative of electromagnetic potential, ∂A/∂t. This can
lead to numerical instabilities when the equations are time-
differenced. These difficulties are avoidable if we introduce
the canonical momentum P = p + (q/c)A [2]. Specifi-
cally, the equations of motion become

dx
dt

= v, (5)

dP
dt

=
q

c
∇(v ·A) − q∇φ − mω2

βx⊥. (6)

Here,

v = p/mγ, γ = [1 + (p/mc)2]1/2, p = P − q

c
A. (7)

To calculate the particle trajectories from Eqs. (5) and (6),
one needs to determine the electrostatic potential φ and the
electromagnetic vector potential A. The Vlasov equation
in the new variables can be expressed as

dF

dt
≡ ∂F

∂t
+

dx
dt

· ∂F

∂x
+

dP
dt

· ∂F

∂P
= 0, (8)

where the characteristics in Eq. (8) are defined by Eqs. (5)
and (6). The equation for the electrostatic potential φ
[Eq. (3)] remains the same, whereas the electromagnetic
vector-potential A is determined by solving a system of
coupled equations of the Helmoltz type, i.e.,(

∇2 − ω2
p

c2

)
A + ∇ψ = −4π

c
J, (9)

where ∇ · A = 0. Here, the factor ω2
p/c2 =

(4πnq2/mc2)
∫

d3PF/γ arises from introducing the
canonical momentum, and the current J occurring in
Eq. (9) is defined by

J = q

∫
d3P

P
γm

F. (10)

For the case of heavy ions with r2
bω2

p/c2 ! 1, the skin
term can be neglected in Eq. (9), and the above system of
equations is linear. For electrons, the skin term is not gen-
erally negligible, and the system is nonlinear and is solved
by iteration. For a perfectly conducting cylindrical wall
with radius rw, the boundary conditions for φ, A and ψ are
especially simple, i.e.,

φrw = Arw = ψrw = 0. (11)

The boundary condition for ψ follows from the fact that
ψ = −(1/c)∂φ/∂t.

To simulate an intense beam which remains close to a
known solution to Eq. (3) and Eqs. (8)-(9), it is advan-
tageous to follow the evolution of the small differences
(δf, δφ, δA) between the known solution (F0, φ0,A0) and
the solution of the exact system of equations for F =
F0 + δf , φ = φ0 + δφ, A = A0 + δA [3]. If the known
solution is stationary in time (∂/∂t = 0), the perturbed
distribution is determined from

dδf

dt
= −dx

dt

∣∣∣∣
δ

· ∂F0

∂x
− dP

dt

∣∣∣∣
δ

· ∂F0

∂P
, (12)

where |δ denotes the perturbed particle trajectories ob-
tained by using the perturbed potentials δφ and δA.

In the particle simulations using the modified BEST code
[4], the perturbed δf(x,p, t) is given by,

δf =
N∑

i=1

wiδ(x − xi)δ(P − Pi). (13)

where the weight w = δf/F solves

dw

dt
= (1 − w)

1
F0

dδf

dt
. (14)

Here, N is total number of particles in the simulation. In
this approach the noise introduced by such a sampling is
also proportional to the weights carried by the particles,
and is much smaller than the noise introduced by sampling
the original particle distribution F (when w ! 1) by a
factor εδf/εF = w̄. In addition, this δf method can be used
to study linear stability properties, provided all nonlinear
terms in the dynamical equations of motion are neglected.

SIMULATION RESULTS
The electromagnetic aspects of the BEST code has been

benchmarked by comparing with the linear eighenmode
code bEASt [5] by simulating the electromagnetic Weibel
instability [6] in charged particle beams with large temper-
ature anisotropy T‖/T⊥ ! 1 and axis-symmetric perturba-
tions with ∂/∂θ = 0 [7]. We present here some typical nu-
merical results. Our previous numerical studies using the
eighenmode code bEASt have shown [5] that the growth
rates are insensitive to the normalized skin depth provided
c/rbω̂pb # 1 and that the growth rates are insensitive to
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Figure 1: The normalized growth rate (Imω)/(ω̂pbvth
⊥b/c)

of the Weibel instability is plotted versus kzrb. Here, ω̂pb

is the on-axis beam plasma frequency.
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Figure 2: Plot of the normalized maximum growth rate
(Imω)max/(ω2

frw/c) of the Weibel instability versus the
average depressed tune ν̄/ν0.
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Figure 3: Time history of the electrostatic potential
ebδφ/mb and azimuthal component of the vector potential
ebvth

⊥ δAθ/mbc are plotted versus time [5].
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Figure 4: The normalized parallel velocity v||/vth
||b of a test

particle is plotted as a function of time [5].

the temperature ratio provided T‖b/T⊥b ! r2
b ω̂2

pb/c2 ∼
(vth

⊥b/c)2. Therefore, the parameters in the simulations us-
ing the BEST Darwin code were chosen so that these con-
ditions apply, with c/rbω̂pb = 10 and T||b/T⊥b = 10−6.
Also, sufficiently intense beams (ν̄/ν0 < 0.82) with large
temperature anisotropy are electrostatically unstable [8].
This electrostatic Harris instability is fast and saturates at
moderate values of T||b/T⊥b, where the Weibel instabil-
ity is absent. Therefore, in linear δf simulations with
ν̄/ν0 < 0.82, we have suppressed the electrostatic com-
ponent of the potential, to only see the Weibel instability.
This is possible because the electromagnetic Aθ component
is decoupled from electrostatic φ component.

Figure 1 shows plots of the normalized growth
rate (Imω)/(ω̂pbvth

⊥b/c) versus kzrb obtained for two
values of the normalized depressed tune ν̄/ν0 =
0.4(1), 0.72(2). Also shown are the results of a linear
δf simulation using the Darwin BEST code [ν̄/ν0 =
0.4(3), 0.72(4)]. Plots of the normalized maximum growth
rate (Imω)max/(ω2

frw/c) versus the average depressed
tune ν̄/ν0 obtained using the bEASt code are shown in
Fig. 2. The dots are the results of linear simulations using
the Darwin BEST code. The results obtained using both
codes are in good agreement. The nonlinear stage is il-
lustrated in Figs. 3 and 4 for a beam with ν̄/ν0 = 0.88,
where the electrostatic Harris instability is absent. Fig-
ure 3 shows the time history of the electrostatic potential
ebδφ/mb and the azimuthal component of the vector po-
tential ebvth

⊥ δAθ/mbc [5]. At saturation, both have simi-
lar normalized amplitudes. Figure 4 shows the normalized
parallel velocity v||/vth

||b of an individual test particle as a
function of time [5]. One can see clearly that the parti-
cle motion becomes trapped when the instability saturates.
It is found that the particle bounce frequency at saturation
is approximately equal to the maximum linear growth rate
(Imω)max/ωB ≈ 0.4 [9]. In addition, the velocity ampli-
tude at saturation is also proportional to the linear growth
rate vosc ≈ (Imω)maxrb ∼ 3vth

‖b [see Fig. 4].
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